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Abstract

When using Solving parabolic PDEs, we need to discretize in both space and time and
for the time domain and implicit Runge-Kutta methods are a common choice for the latter.
There, solving the stage equations is often the computational bottleneck, as the dimension
of the stage equations Mk = b for an s-stage Runge-Kutta method becomes sn where the
spatial discretization dimension n can be very large. Hence the solution process often re-
quires the use of iterative solvers, whose convergence can be less than satisfactory. Moreover,
due to the structure of the stage equations, the matrix M does not necessarily inherit any of
the preferable properties of the spatial operator, making GMRES the go-to solver and hence
there is a need for a preconditioner. Recently in (1) and also (2,3) a new block preconditioner
was proposed and numerically tested with promising results.

Using spectral analysis and the particular structure of M, we study the properties of this
class of preconditioners, focusing on the eigen properties of the preconditioned system, and
we obtain interesting results for the eigenvalues of the preconditioned system for a general
Butcher matrix. In particular, for low number of stages, i.e., s = 2,3, we obtain explicit for-
mulas for the eigen properties of the preconditioned system and for general s we can explain
and predict the characteristic features of the spectrum of the preconditioned system observed
in (2). As the eigenvalues alone are known to not be sufficient to predict the GMRES con-
vergence behavior in general, we also focus on the eigenvectors, which altogether allows us to
give descriptive bounds of the GMRES convergence behavior for the preconditioned system.

We then numerically optimize the Butcher tableau for the performance of the entire so-
lution process, rather than only the order of convergence of the Runge-Kutta method. To
do so requires careful balancing of the numerical stability of the Runge-Kutta method, its
order of convergence and the convergence of the iterative solver for the stage equations. We
illustrate our result on test problem and then outline possible generalizations.
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Abstract

The natural basis of the Krylov subspace is expected to be ill-conditioned, as the vectors
grow colinear with the dominant eigenvector. It numerically infeasible to express vectors
of the Krylov subspace in such a basis. For this reason, Krylov solvers usually perform a
subsequent orthonormalization of the Krylov basis, which cost often defines that of the solver.
For some Krylov solvers, randomization can speed up this orthonormalization process, while
preserving performance and stability. In particular, we show that randomized orthogonal
projections over the Krylov subspace produce quasi-optimal results.
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